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ABSTRACT

This paper describes a new method of perceptual organization of thin networks using geometric properties� The

key point of our approach is to consider perceptual organization as a problem of optimization � solutions to this

problem are the best matchings between continuous curves and the low level primitives�

First the quality of a grouping is de�ned with a class of functions related to the energy functions of active

contours optimization� Such functions are computed recursively� and optimized from a local to a global level

with an algorithm related to dynamic programming� This is followed by a selection procedure which rates and

extracts principal groupings automatically and gives a new segmentation of image primitives� based on smoothed

continuation�

This segmentation is used to initialize a high level interpretation process involving projective reconstruction of

�D contours in sequences of images� The adaptability and robustness of this method have been tested on various

situations� such as the extraction of ellipses from indoor scenes� roads from satellite pictures or blood vessels from

medical images�

Keywords� Perceptual Organization� Dynamic Programming� Non convex Objects Extraction� Segmentation�

�� Introduction

The detection of lines or thin networks is an important problem of image analysis� In this paper we propose
a method of Perceptual Grouping for the extraction of such networks� as it applies to the detection of roads in
aerial images or blood vessels in medical images�



The psychological origin of Perceptual Grouping� �� �� �� in Computer Vision was Gestalt Psychology��� or
psychology of shape� Based on psychovisual experiments� Gestalt Psychology showed how human vision structures
the representation of information in a picture instead of seeing it as independant primitives� Such groupings
organize the visual primitives according to basic geometric relations� These relations can range from continuation
or symmetry to similarity or object�background separation� This complex combinatorial problem is mostly
expressed as grouping together interest points into larger structures � such as chains or regions �� Other approaches
are possible� according to the nature and complexity of the primitives used for grouping� These primitives can be
grouped according to undetermined shapes � such as segments� curves� or regions� or parametric shapes � circles�
squares� ellipses �� Finally� these groupings are used to more easily initiate a model�based shape recognition
system� Very few attempts have been made to group larger structures�

The use of Perceptual Grouping techniques in computer vision is not a recent idea� Since 	
��� Marr� suggested
the idea of a 
primal sketch� involving both information from contour segmentation and grouping of primitives
such as curves or lines� However� this idea has never been implemented and Perceptual Grouping has not been
really used in Computer Vision before Lowe�s work� Lowe� de�ned for each grouping its own statistic feature�
representing the probability to be an accidental grouping� This probability is low for salient structures in the
scene� Lowe�s work showed how Perceptual Grouping could be used to e�ciently structure images produced
by poorly accurate or biased low�level processing� and e�ectively prune the search space of curves in images�
Later work involved functions taking into account the saliency of curves as the human eye would do���� and an
interesting iterative scheme allowing a local to global optimization for some classes of functions was presented by
Sha�ashua��� In the domain of optimization techniques� models of active contours or Snakes� have been developed
for the detection of structures containing weak edges� According to these models� the trace of a contour is modi�ed
iteratively to minimize an energy function� split into independent and yet opposed terms which represent internal
and external in�uences� It also controls the motion of the contour trace� This model� however� shows an important
weakness� As the energy function is not convex� there is no direct way to �nd its minimum� Iterative methods
� such as Gradual Non Convexity Algorithm� � are available� but they require an initialization close to an optimal
solution� Finding this initialization automatically is not easy for most applications� particularly when di�erent
objects are present in a scene at the same time�

The method described in this paper falls within the scope of Perceptual Organization with optimization
techniques� First in section ��� the quality of a grouping is quali�ed with �Snakes like� functions taking into
account internal and external in�uences� Our method is based on a two�stage algorithm which �rst aggregates
the primitives with regard to the quality function� A procedure related to dynamic programming��� optimizes
this quality function from a local to a global level� The optimal groupings are then selected according to their
global quality� Section �� discusses the behaviour of the algorithm and the use of the di�erent parameters� Finally�
results on synthetic and real images are presented in section ���

This method is able to recognize large linear structures in noisy images� The results show how it is possible
to extract most of the networks with no prior high level knowledge of the scene� Only very general geometric
relations are used� such as curvature and co�circularity� The results also show the applicability of our approach
and the interest of our method for initiating a scene interpretation process�

�� Perceptual grouping with active contour functions

Due to noise� weak strength of edges� occlusions or textures� low level processing� such as edge segmentation
or crest�lines detection� is often spoiled with gaps and false detection� In order to increase the pertinence of
this information� we want to organize this data into smooth and continuous groupings� This is described as an
optimization problem� solutions to this problem are the best matchings between the low level primitives and
quality functions representing the geometric properties expected from these groupings�



As stated before� a quality function composed of an internal term and an external term is de�ned� following the
same formalism used for the energy functions in models of 
snakes�� However� in contrast to the snakes approach�
our optimization scheme is done locally� Primitives are organized iteratively together all over the image during
the optimization process� The method can be applied to any image primitive � segments� edge elements� ��� � as
long as quality terms can be de�ned to group primitives together� As showed in the results� the method has been
tested for groupings of pixels and of chains of pixels�

The �rst step in this method is the choice of quality terms� Each quality term represents a gometric property
expected to be high for a 
good� grouping between a primitive and its neighbors� The kind of property suggested
by the groupings depends on the type of scene � in the case of satellite pictures� roads are expected to be long�
continuous and smooth curves� whereas straight lines and corners would be more expected for indoor scenes� It
also depends on the choice of primitive to group together � the length of chains is an important factor for the
grouping of chains� while there is no such information available for the grouping of pixels ��

For example� the grouping of pixels for medical and satellite applications leads to the following choice� The
main external in�uence of the image on the solutions is represented by a function of the grey levels of the pixels
along the curves in the segmented image after crest lines detection� This matching can be reinforced if the tangents
along the solution follow orientations of the low level primitives when available�� However the attraction imposed
by pixels and local orientations is very important and has to be counter�balanced by shape constraints� Curvature
is an elementary way to describe the shape of a curve� In order to obtain stable results� early experiments lead
us to add a co�circularity term� According to the importance given to the cocircularity term� it is possible to
preferentially extract loops or open curves�

In the case of a grouping of chains� external in�uences of the image are functions of the length of chains and
also the distance between the extremes of the chains to group together� The shape constraint is represented by
the curvature of the link between the chains � a polynomial curve generated with respect to the orientations of
each extreme to link together � see �g�� about the grouping of chains ��

The complete quality function is de�ned as a linear combination of the quality terms� Each quality term is
normalized in order to allow a better control of their in�uence by a parameter� The importance and sensitivity
of each parameter are discussed in section ��

���� Optimization of the quality function

For more e�cient computation and a global optimization� each term can be written in a recursive way as
follows � a detailed discussion about the quality terms and algorithms can be found in	 �� Each quality term is
written as a bi�lateral function associating a primitive to a pair of its neighbours� in order to de�ne a trace coming
in and going from this primitive�

A quality term F of a curve arriving in a pixel P is de�ned as the sum of local terms along the trace of the
curve entering in and the curve exiting from P � with a factor � � � � 	 representing the attenuation of the
quality with distance� If we write the relation as a bi�lateral function of the trace� with a trace Fl�P � coming in
P and a trace Fr�P � going from P � the quality becomes�

F�P � � �Fr�P � �Fl�P � � �	�



with �

Fl�P � � �
�
�Q�P �

�� �QP �P � 	 �
��� �QP���P � � � � ���

���

and �

Fr�P � � �
� �Q�P �
�� �QP �P � 	 �
��� �QP
��P � � � � ���

���

This term written in a recursive way gives� for a distance n starting from P �

Fl
�n ��P � � QP �P � � � � Fl

�n�� ��P � 	 � ���

whereQ�P � is the local quality term for the pixel P andQP �P�	 � represents the evaluation of a contribution
from the pixel �P � 	 � viewed from P � Each term of this quality function is representative of a long distance
measure of the quality of the curve�

P
P-1

P-2

P+1

P+2

Fl(P) -> Left contribution

Fr(P) -> Right contribution

F(P) = [ Fl(P) + Fr(P) ]

Figure 	� Notations used for a quality term on a dynamic curve during the optimization

���� Optimization of the quality function

The quality function is optimized iteratively� from a local to a global level� using a method related to Dynamic
Programming� ��� For each primitive� a connection is de�ned by a pair of neighbours representing the directions
of arrival and departure for a possible grouping between the primitives� The pair of neighbors giving the best
value for the quality function is selected�	 The recursive expression of the quality functions makes it possible
to compute their values with a local part � de�ned by the local characteristics of the connection� and a global
contribution provided by each neighbor� Along the iterations� the importance of individual primitives decreases
with regard to primitives included in large structures�



���� Computation of the connections

For each primitive and each of its neighbours � called input � we �rst select the neighbor giving the best quality�
The neighbor selected is called an output for the connection� There can be multiple inputs associated to the same
output� More formally� the connections are computed in two steps � �inputs toward outputs� then �outputs toward
inputs��

� Connecting inputs toward outputs

For each primitive P and each input Qi� we look for an exiting primitive Qo which maximizes the quality
function at step n in P � F�n�

Qi�Qo
� P �

By construction� we have the following relationship between Qi and Qo �

Qo � exiting � Qi� P � ���

such as �

F�n�
Qi�Qo

� P � � max
Qo

��V �P �nfQg
F�n�
Qi�Qo

�
�P � ���

One can notice that the connection of inputs toward outputs is not symmetrical � for an entering direction
Qi and a primitive P � exiting � Qi� P � is the only exiting direction� the quality function of which is
maximum but the opposite is false�

Qi

Qo

P

Connection between a pixel (P) and a pair of its neighbors :
                            Qo  =  exiting ( Qi , P  )

The dashed lines define the
neighborhood of 16 pixels
around (P).

Qi

Qo

Connection between a chain (C) and a pair of its neighbors :
                            Qo  =  exiting ( Qi , C )

C

Figure �� Examples of groupings depending on the choice of primitive � Pixels and Chains

� Connecting outputs toward inputs

To be sure to select the best connection� we associate� when possible� each output with the input giving the
best quality� The in�uence of inputs comes from a long distance as the choice of output is in�uenced by
the local noise� Thus� connecting outputs with inputs results in less sensitivity to noise than would exist by
connecting inputs to outputs only�

We are going to de�ne the entering function � i � entering � Qo� P � � which gives� for any exiting
direction Qo of a primitive P � a corresponding entering direction i� There are two possible cases � one or
several entering directions may exist� or no corresponding input exists�



Case of no input �

In this case� a given output Qo has no corresponding input� We consider Qo as a possible input and we
keep the connection already de�ned between inputs towards outputs� We de�ne the function entering

as �
entering �Qo� P � � Qi with F�n�

Qi�Qo
� P � � max

Qo
��V �P �nfQg

F�n�
Qi�Qo

�
�P �

Case of multiple inputs �

In the case of multiple inputs� we have to make a choice between L possible inputs � we de�ne the
entering function� such that the quality function in P with this output Qo is maximal for the input
Qk among the possible inputs�

We keep the pair �Qo� Qk� such that F�n�
Qk�Qo

� P � is maximum�

We can now de�ne the input Qk � the optimal neighbour entering in P � Between this connection 
output
toward input� �Qk� Qo� and the previous connection 
input toward output� �Qk� exiting �Qk� P �� � we keep
the connection that gives the best quality function�

Let � Q � exiting �Qk� P �
We de�ne eventually �

entering �Qo� P � �

��
�

Qm if F�n�
Qm�Qo

� P � � F�n�
Q�Qo

� P �

Q if not
���

The complete optimization algorithm is described in Algorithm 	� The algorithmic complexity is directly
related to the number of objects of interest in the image after low level processing� as well as the number of
neighbors around each object� In the case of grouping of pixels� the optimization is applied to each pixel in the
image� with a constant neighborhood� In the case of grouping of chains� the grouping process is reduced to the
number of chains in the image� with a dynamic number of neighbors �depending on a �xed area around each
extreme of the chains��

���� Selection of the best solutions

Once the optimization has been performed� the curves are extracted by following the connections from one
primitive to another until the grouping crosses its own trace� reaches a boundary of the image or comes to a dead
end � for example� when the curve has traced a certain distance without encountering any other primitive from
the segmented image ��

The optimization reduces the number of possible groupings on the image to a single optimized grouping for
each possible starting point� Primitives of high local quality are most likely to belong to large structures � they
give the starting points of a �rst selection of good solutions�

This selection is re�ned with regard to the global quality of the solutions� The global quality of a grouping
is the sum of local qualities for each of its points� This de�nition divides the possible solutions into classes of
groupings with equivalent qualities� It is possible to reduce the number of solutions in each class by weighting
their quality with an additional factor�

This factor is obtained by considering the quality of the primitives encountered along a grouping with respect
to the quality of the sections introduced by the optimization process in order to �ll gaps in this grouping� For
example� in the case of grouping of pixels� this factor should be the number of pixels from the original image
encountered by the the grouping with respect to the number of pixels added by �lling gaps� A good grouping



Algorithm �� Algorithm of optimization and selection�

begin

Initialization of quality functions and connections at step � �n � � �
�
� Iterations

For each Primitive do
For each entry do

Local optimization of the quality function � computation of the connections
Update of the quality function

endfor

endfor

�
� Following and selection the best paths

For each Primitive P do
Follow the connection from P
Compute quality of the grouping
Update GlobalQuality�P �

endfor

For each Primitive P �� Groupings already selected do
if �GlobalQuality� P � � Threshold � then Select Current Grouping

endfor

end

should have a higher ratio of primitives coming from the image with respect to the primitives added by the
optimization�

A simple thresholding of this weighted function gives good results to automatically select a set of optimized
groupings as a �rst description of the scene�

�� Convergence

The quality function can be controlled by two sets of parameters�

The parameters for each term in the �nal linear combination represent the importance given to these terms in
the quality function� They are respectively related to the in�uence of curvature� co�circularity� strength of crest
lines and orientation terms on the shapes of the selected curves� For a high value given to Grey Levels� the curves
selected will tend to be attracted more by detected pixels� A high in�uence of Cocircularity will give a better
quality to loops instead of open curves� It can take a certain number of trials to optimize exactly the class of
groupings expected� but once the correct settings are found� the detection remains signi�cantly good for di�erent
images with the same parameters�

The second set of parameters is used in the recursive expression of each term� They represent the in�uence
of distant contribution for the term � for example� � in ��� and ��� �� A value of � will reduce the corresponding
term to its local value only�

During the optimization process� the number of iterations is related to the distance between contour elements
we want to connect� For example� in the case of pixels� the length of the widest gap gives us the minimum of
iterations required to �ll gaps along the curves of the image� We must remember that the optimized groupings
tend to be smoothed as they receive more global contributions� Thus� a high number of iterations means a loss in
the precision of the selected curves� It can be interesting to select the best groupings at various levels of precision
as they represent increasingly more global results�



Figure �� Ellipse ��x�� with ��� of noise � �� iterations � �� sec � iteration �
                                    

Figure �� Ellipse ���x��� with Gaussian noise � Segmented Images and Grouping � 	� iterations � � mins �
iteration�

�� Results

This method has been developed and tested �rst for groupings of pixels� The good quality of results for
groupings of pixels motivated the implementation of this method for the grouping of chains of pixels� mostly
to reduce time and computer resources� Early results about groupings of chains are presented here� They use
distance� curvature� and the length of chains as quality functions� With the same picture of ���x��� pixels� the
computing time goes from one hour for the grouping of pixels� down to less than 	� minutes for the grouping of
chains�

In the case of groupings of pixels� we applied the method to Synthetic images � �g � � with di�erent classes of
noise� For both cases� the Signal to Noise ratio �SNR� has been computed as follows �

SNRdB � �	� log

�
BB�

X
i

X
j

I�i� j��

X
i

X
j

N�i� j��

�
CCA

Where I�i� j� represents the image noise free� and N�i� j� the altered image�

In the case of white noise� the image used represents an ellipse where ��� of the pixels have been removed
by white noise� ��� of pixels of white noise have then been added to this image � the SNR is 		��db �� The
elliptic shape is still recovered even with high level of noise

In the second situation� the image represents a grey level ellipse where Gaussian noise has been introduced�
Edges extraction in this case cannot be performed e�ciently by low level edge detection but circular shapes are
recovered after applying the perceptual grouping� The SNR is ���db for this ellipse�



            

Figure �� Satellite Picture ���x��� pixels � Original Image

                        

Figure �� Satellite Picture ���x��� pixels � Segmented image and Final selection of 	� main groupings of pixels

                        

Figure �� Satellite Picture ���x��� pixels � Segmented image and Final selection of 	� main groupings of chains



Grouping has been applied to crest lines detection on both satellite and medical images� The segmented
images in �g � and �g 	� show the result of thin network extraction�� It is important to remember that the
selection algorithm extracts salient solutions according to their quality� This explains the missing groupings one
can notice on the results images� It�s always possible to obtain more groupings with a lower selection threshold�

            

Figure �� Medical Image ���x��� pixels � Original Image
                        

Figure 
� Medical Image ���x��� pixels � Segmented image and Selection of the �� main groupings
                        

Figure 	�� Medical Image ���x��� pixels � Segmented image and Selection of the �� main groupings

More accurate results to each scene can be obtained by further tuning of these parameters � for example�
increasing the importance of curvature and reducing the importance of grey levels gives better shapes �� Without
prior knowledge about the shapes being examined� the extraction of main groupings produces a �rst description



of the scene and a good initialization for further higher level processing such as model based shape recognition
or active contours optimization� We are currently improving the method in order to increase the quality of �nal
groupings of chains �with new quality functions� and to provide a description of the scene using these groupings�

�� Conclusion

We have presented a new optimization technique for the Perceptual Organization of thin networks using
dynamic programming and �snake like� quality functions� This technique has been applied to the groupings of
pixels as well as chains of pixels� We proposed also a method for the automatic selection of the best groupings�

The high quality of the results for the grouping of pixels shows how the method is robust to noise� Our
method can be easily applied to real situations with large images such as roads or blood vessels detection� The
good quality of results for groupings of pixels motivated the implementation of this method for the grouping of
chains of pixels� mostly to reduce time and computer resources and make it more suitable for real applications� It
can be used to initialize a high level interpretation process or to propose optimized solutions to a human expert
� such as a physician with medical images �� Possible applications range from closing edges to the initialization of
active contours or the extraction of unknown shapes in very noisy images�

To further develop the method� we are focusing on the high level description of the scene into simple shapes
in order to orient our work toward a �D description from multiple views�
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